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Thesis Summary

Semantic segmentation is the task of assigning a class label to every pixel in an image. It can
accurately recognize complex images, such as urban scenes, and is applied in various fields
including robotics and satellite image analysis. However, training for semantic segmentation
requires pixel-level annotations and extensive computational resources. Furthermore, supervised
learning depends on predefined category sets, making detecting rare or entirely new classes
challenging during prediction.

This paper develops several new approaches to optimize the learning costs associated with
semantic segmentation, such as annotations and computational resources. The methods proposed in
this study are effective in practical applications and are particularly beneficial in situations where
annotation costs are high or where specialized knowledge is required.

Chapter 1 presents the status and issues of semantic segmentation and defines the problem and
objectives of this research.

Chapter 2 reviews existing methods for improving learning efficiency in semantic segmentation.

Chapter 3 introduces a model that can reduce annotation costs more effectively in terms of
accuracy and time than traditional methods by active learning using an uncertainty metric
calculated from the model's output.

Chapter 4 proposes a new unsupervised domain adaptation method to reduce annotation costs
and achieves state-of-the-art results by making the model more robust to the target domain by
minimizing the uncertainty calculated from the model's output as a loss.

Chapter 5 analyzes the internal features of pre-trained diffusion models, explores their
applicability in semantic segmentation, and proposes a new method that enables effective
segmentation without additional training or annotations, demonstrating the superiority of this
method in open vocabulary semantic segmentation performance compared to traditional methods.

Chapter 6 proposes a new approach that uses external database searches to identify cluster
categories, enabling open vocabulary semantic segmentation without dependence on predefined
classes, additional learning, annotations, or guidance, and to demonstrate the superiority of this
method in open vocabulary semantic segmentation performance compared to traditional methods.

Chapter 7 summarizes the results of this work and discusses future work.
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