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Image Outpainting with Deep Generative Model:
Completion from Normal Field of View to 360-Degree

Thesis Summary

Many shooting and display devices, such as action cameras and head-mounted displays, have
different aspect ratios of captured images and display screens, thus requiring processing to increase
or decrease the number of pixels in the images. This study uses Image outpainting, which
complements the surrounding pixels of an image, to expand the image and generate a 360-degree
image. However, since this is an extrapolation problem, existing image interpolation methods do
not produce desirable results. To achieve better performance, this work examines Outpainting
methods that preprocess input images to simplify the problem and have network structures to
aggregate information from a wide range. The goals are to achieve a high-quality generation by the
proposed methods and bring it closer to real-world use in content creation, such as 3DCG.

Chapter 1 describes the background and objectives of this work.

Chapter 2 reviews the basic techniques of deep learning and related work.

Chapter 3 describes image extension by Image outpainting. Existing methods suffer the low
quality of completed pixels and limited scenes. This work aims to improve these issues and provide
control over generated content. To that end, this paper proposed Mirrored input, which places the
input pixels near the completion region. Moreover, this paper validated a CNN method for
aggregating a wide range of information. Mirrored input improved completion quality and applied
Inpainting methods, which have been applied to various scenes, to the Outpainting problem, and
provided a conditioner to control the generation. On the other hand, the fact that mirrored input
was effective means that Outpainting has the problem of requiring a way to aggregate information
from a wider range of areas.

Chapter 4 addresses 360-degree image completion by Image outpainting. Chapter 4 proposed a
method that introduces a Transformer to aggregate information in a non-local manner, following
the findings in Chapter 3. The experiments showed that the proposed method could generate more
natural-looking images than existing methods. Also, diverse outputs could be obtained by sampling
from the Transformer's output. Furthermore, the proposed method solved overfitting to the training
resolution, which is one of the problems of existing methods, by introducing a two-step generation
method: completion and adjustment. Finally, as an application, this work demonstrated that the
generated 360-degree image could be used as a background image on 3DCG software, indicating
that Image outpainting is getting closer to real-world use in content creation.

Chapter 5 concludes this study.




