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Abstract

As the price of cameras has decreased and the performance of computers has increased, more
consumer-grade devices have been equipped with cameras. Such cameras built in laptop PCs,
tablets, digital signage in shopping malls and stations capture the user’s faces, that are used for
video calls, natural user interface, human computer interactions and marketing analysis. The
number of built-in cameras is expected to increase. If a gaze estimation function, which does not
require individual calibration processes nor constrained head pose, could be integrated into such
cameras, they could have many applications. Thus, the realization of easy-to-use gaze estimation
method is awaited.

In this thesis, an unconstrained head pose and calibration free gaze estimation method in a wide
space is proposed. The aim of this method is to be used in real world. The existing methods have
required special equipment such as infrared LEDs, depth sensors or individual calibration prior
to tracking, which are not suitable for general use. In recent years, some calibration free methods
using a monocular camera have been reported, however, they are only applicable to the area near
to the camera. In addition, the requirement of eye size in the image is also the crucial problem on
gaze estimation, since the resolution affects the accuracy. On the contrast, the proposed method
realizes a gaze estimation method robust to head pose changes in a wide space, which consists of
the facial feature point detection robust to low quality of image, the iris tracking robust to low
resolution, and the user-independent point of gaze regressor.

In chapter 1, the importance and applied examples of gaze estimation are introduced as the
background for this study, and then its current state and possibilities are described. In addition,
related gaze tracking methods are cited, and the objectives of this study are clarified.

In chapter 2, the facial feature points detection method is explained in detail. Facial feature
point detection robust and highly accurate for ambient light change and head posture change is
realized by convolutional neural networks learned with large scale data set including various race
and face oriented images taken under natural environment. Furthermore, as preprocessing for
gaze estimation, detailed refinement of eye shape by another network learned only with eye
region is described. The proposed method of facial feature points detection is compared with
conventional one in a commonly used dataset for face.

Chapter 3 explains about iris tracking. In conventional method, outlier edges and low resolution
caused problem. However, in the proposed method, the iris tracking is performed by a novel
likelihood evaluation focusing on the intensity and gradient direction of the iris edges with dense
sampling, which achieves robustness to low-resolution and low-quality of eye images.

Chapter 4 describes about point of gaze estimation. In order to achieve unconstrained gaze
estimation in a wide space, a unique gaze dataset were collected. Furthermore, this section
explains about the method to estimate the point of gaze on a display by a regression model
learned in the dataset.

Chapter 5 describes the evaluation of a proposed method. Using the gaze dataset, comparison
about point of gaze estimation accuracy under lower resolution than an existing dataset.

In chapter 6, conclusion and future works of our study are shown.




